
LiveAction.com Page 1 of 39

QUICK GUIDE

ver. 25.1.0b

Added More DHCP/DNS LiveFlow Alerts to LiveFlow
The following DHCP/DNS LiveFlow Alerts have been added to LiveFlow: 

LiveFlow Alert Notes

1 DHCP Frequent 
Retransmissions

Description: Repeated DHCPDISCOVER or DHCPREQUEST messages observed from a given 
client within a short time period.

Cause: Retransmission occurs when the DHCP client isn't receiving a response from a server in a 
timely fashion. This may be because the client's message isn't reaching the server, because the 
server isn't configured to provide leases for the client subnet, or because the subnet has been 
exhausted of free leases. Retransmissions can also occur when the DHCP client is receiving a 
DHCPOFFER for a lease it can't accept: for example, the offer may be missing DHCP options 
critical to the device's operation, such as vendor-specific information (option 43), or options 
specifying where the device can load a boot image and/or configuration file.

Remedy: Determine whether any responses from a DHCP server to the client are seen on the wire. 
If no responses are observed, verify that the DHCPDISCOVER or DHCPREQUEST are reaching the 
appropriate DHCP server(s). Check the logs of the DHCP server(s) to verify the server is seeing 
the message(s) and for a reason why it may not be sending a response. Check the configuration 
of the DHCP server(s) to ensure they're configured to serve leases for the client's subnet, and 
verify that DHCP relay(s) are correctly configured on the router(s) in the DHCP client's local 
subnet. If responses are observed, check the logs of the DHCP client(s) for a reason why the client 
may be rejecting the lease, and verify that the necessary DHCP options for the client are properly 
configured on the DHCP server(s).

2 DHCP Low Lease 
Time

Description: The client has been offered an IP address lease in which the lease time is at or 
below the threshold.

Cause: The DHCP server’s lease time is configured “too low.”

Remedy: Consider an appropriate lease time for your environment, taking into consideration the 
number of fixed (desktop) nodes, static (server and router) nodes, mobile (laptop wired and 
wireless) nodes, and the available IP address space for each subnet.

3 DHCP Request 
Rejected

Description: DHCP Request has been rejected by a DHCP server.

Cause: A client is booting and attempting to renew an IP address that has already been 
reallocated, or the client has moved to a different subnet and the IP address was statically 
configured in the DHCP server.

Remedy: Ensure that there are adequate IP addresses to be dynamically allocated and consider 
reducing the lease time. Check to see if the client has moved and if its IP address has been 
statically assigned at the DHCP server to its physical address.

4 DHCP Request 
Storm

Description: A high count of DHCP addresses are being requested.

Cause: A DoS attack may be in progress with a utility like gobbler, which requests as many DHCP 
addresses as possible. This blocks legitimate requests from being fulfilled.

Remedy: Disable the machine if it is accessible. If the machine is not accessible and your switch 
allows port blocking, block DHCP port traffic on that switch port.

LiveWire 25.1.0 New Features
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5 DHCP Slow 
Response Time

Description: Slow response time from a DHCP server to a DHCPDISCOVER or DHCPREQUEST 
message from a client.

Cause: May be caused by unusual network latency or by the DHCP server itself. The DHCP server 
may simply be overloaded. Depending on the DHCP server type and configuration, the server may 
be delayed by (e.g.) attempting to perform dynamic DNS updates on behalf of the DHCP client. 
DHCP servers can also be configured in a fallback scenario to intentionally delay their response to 
requests: the expectation is that, in normal operation, another DHCP server (configured without 
such a delay) should respond to clients.

Remedy: Determine where the delay is being introduced: on the wire due to latency or network 
issues from client to server or server to client, or at the DHCP server between the time a message 
is received and a response is being sent.  If the delay is on the wire, perform normal diagnostics of 
the network path. If at the DHCP server, check the load on the DHCP server. Review the logs of the 
DHCP server, correlate the inbound request and response, and look for unusual log messages 
between the two, possibly relating to dynamic DNS. Check the configuration of the DHCP server 
to see if a delayed response has been configured by intent or accident.

6 DNS Frequent 
Retransmissions

Description: Same DNS query, with same transaction ID, repeatedly issued by a client within a 
short time period.

Cause: Caused when the DNS client doesn't receive a (timely) response to a DNS query, and 
attempts to re-send the same query. May be caused by incorrect DNS resolver configuration on 
the client, packet loss or network issues between client and server (in either direction), or an 
overloaded or misconfigured DNS server.

Remedy: Determine whether this is an intermittent or consistent problem for a given client or 
server. If intermittent, investigate whether latency or packet loss are occurring on the network 
path, and investigate the load on the DNS server(s). If consistent, check the load on the DNS 
server, and check the configuration and logs of the DNS server(s) to see if the server is actively 
ignoring requests from the client(s) due to (e.g.) an ACL or other configuration issue.

7 DNS Idle Too Long Description: The DNS connection has been idle for longer than the configured threshold.

Cause: The request is to a caching DNS server that may have to look it up from an Authoritative 
DNS server, or the network may be congested or have a high round-trip delay from the client or 
between DNS servers. The DNS request may have been lost due to a congested network. The 
request may be to a caching DNS server that needs to look it up from an Authoritative DNS server. 
A malicious actor may also use an unanswered DNS request to beacon to a Command and 
Control server or to exfiltrate data in the payload.

Remedy: Ensure the DNS server is pingable and not overwhelmed. Check the contents of the 
DNS request to ensure it is not malicious.

8 DNS Query Format 
Error

Description: A DNS server sent a Format Error (FORMERR) in response to a DNS request, 
indicating the request was malformed or not understood.

Cause: Format Errors can be caused by corruption or manipulation of requests in transit from 
DNS client to server. If Format Errors are consistently observed in response to queries from the 
same DNS client(s), the client(s) may be sending problematic requests to the DNS server: the 
requests may literally be malformed, or they may use a feature (e.g. EDNS) unsupported by the 
DNS server.

Remedy: Determine why the Format Errors are occurring. If a persistent network issue, address 
the source of corruption or manipulation. If specific client(s) are consistently receiving Format 
Errors, determine whether the issue is a misbehaving client or (e.g.) an outdated server that does 
not support DNS extensions required by those client(s).

LiveFlow Alert Notes
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9 DNS Server Failure Description: A DNS server sent a Server Failure (SERVFAIL) error in response to a DNS request, 
indicating the server could not process the request.

Cause: The Server Failure error is a catch-all error returned when a DNS server is unable to 
respond to a request for any reason outside of the more specific standard errors such as 
FORMERR (query format error), NOTIMP (function not implemented), or REFUSED (request/access 
denied). Because of this, it's impossible to define a generic cause for a Server Failure error. That 
said, probably the most common cause of Server Failure errors is an inability of the DNS server to 
communicate with other DNS servers to retrieve information required to answer the query. For 
example, a Secondary DNS server may have been unable to receive a Zone Transfer from its 
Primary, a Recursive DNS server may be unable to route to the Internet, or a Forwarding DNS 
server may be unable to contact any of the configured forwarding targets.

Remedy: Check the connectivity of the DNS server returning Server Failure errors to ensure that 
it can reach all necessary upstream servers. Check the logs of the DNS server returning Server 
Failures to discover the specific reason why a Server Failure is being returned.

10 DNS Server 
Refused Query

Description: A DNS server sent a Refused (REFUSED) error in response to a DNS request, 
indicating the server refused to service the request.

Cause: The Refused error is returned when a DNS server is asked by a client to perform an 
operation that is disallowed by a configured policy. Common causes are denial due to explicit 
allow-query ACLs, recursive queries being sent to an authoritative-only server, requesting a full 
(AXFR) or incremental (IXFR) zone transfer without permission, or attempting to perform a 
dynamic DNS update without permission.

Remedy: Determine whether the request being Refused should or should not be allowed. If the 
operation should be allowed, modify the configuration of the DNS server to permit the operation. 
If the operation is being correctly denied, investigate the client(s) to determine why they 
attempted to perform a disallowed action.

LiveFlow Alert Notes



LiveAction.com Page 4 of 39

LiveFlow Capture Options
No changes were made to the LiveFlow Capture Options UI other than the additional LiveFlow Alerts now appear in 
the LiveFlow Alerts Configuration UI:
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Added More DHCP/DNS Expert Events to Omnipeek
The following DHCP/DNS Expert Events have been added to Omnipeek:

Expert Events Notes

1 DHCP Slow 
Response Time

Description: Slow response time from a DHCP server to a DHCPDISCOVER or DHCPREQUEST 
message from a client.

Cause: May be caused by unusual network latency or by the DHCP server itself. The DHCP server 
may simply be overloaded. Depending on the DHCP server type and configuration, the server may 
be delayed by (e.g.) attempting to perform dynamic DNS updates on behalf of the DHCP client. 
DHCP servers can also be configured in a fallback scenario to intentionally delay their response to 
requests: the expectation is that, in normal operation, another DHCP server (configured without 
such a delay) should respond to clients.

Remedy: Determine where the delay is being introduced: on the wire due to latency or network 
issues from client to server or server to client, or at the DHCP server between the time a message 
is received and a response is being sent.  If the delay is on the wire, perform normal diagnostics of 
the network path. If at the DHCP server, check the load on the DHCP server. Review the logs of the 
DHCP server, correlate the inbound request and response, and look for unusual log messages 
between the two, possibly relating to dynamic DNS. Check the configuration of the DHCP server 
to see if a delayed response has been configured by intent or accident.

2 DNS Query Format 
Error

Description: A DNS server sent a Format Error (FORMERR) in response to a DNS request, 
indicating the request was malformed or not understood.

Cause: Format Errors can be caused by corruption or manipulation of requests in transit from 
DNS client to server. If Format Errors are consistently observed in response to queries from the 
same DNS client(s), the client(s) may be sending problematic requests to the DNS server: the 
requests may literally be malformed, or they may use a feature (e.g. EDNS) unsupported by the 
DNS server.

Remedy: Determine why the Format Errors are occurring. If a persistent network issue, address 
the source of corruption or manipulation. If specific client(s) are consistently receiving Format 
Errors, determine whether the issue is a misbehaving client or (e.g.) an outdated server that does 
not support DNS extensions required by those client(s).
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3 DNS Server Failure Description: A DNS server sent a Server Failure (SERVFAIL) error in response to a DNS request, 
indicating the server could not process the request.

Cause: The Server Failure error is a catch-all error returned when a DNS server is unable to 
respond to a request for any reason outside of the more specific standard errors such as 
FORMERR (query format error), NOTIMP (function not implemented), or REFUSED (request/access 
denied).  Because of this, it's impossible to define a generic cause for a Server Failure error. That 
said, probably the most common cause of Server Failure errors is an inability of the DNS server to 
communicate with other DNS servers to retrieve information required to answer the query. For 
example, a Secondary DNS server may have been unable to receive a Zone Transfer from its 
Primary, a Recursive DNS server may be unable to route to the Internet, or a Forwarding DNS 
server may be unable to contact any of the configured forwarding targets.

Remedy: Check the connectivity of the DNS server returning Server Failure errors to ensure that 
it can reach all necessary upstream servers. Check the logs of the DNS server returning Server 
Failures to discover the specific reason why a Server Failure is being returned.

4 DNS Server 
Refused Query

Description: A DNS server sent a Refused (REFUSED) error in response to a DNS request, 
indicating the server refused to service the request.

Cause: The Refused error is returned when a DNS server is asked by a client to perform an 
operation that is disallowed by a configured policy. Common causes are denial due to explicit 
allow-query ACLs, recursive queries being sent to an authoritative-only server, requesting a full 
(AXFR) or incremental (IXFR) zone transfer without permission, or attempting to perform a 
dynamic DNS update without permission.

Remedy: Determine whether the request being Refused should or should not be allowed. If the 
operation should be allowed, modify the configuration of the DNS server to permit the operation. 
If the operation is being correctly denied, investigate the client(s) to determine why they 
attempted to perform a disallowed action.

Expert Events Notes
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Capture Options
No changes were made to the Capture Options UI other than the additional Expert Events now appear in the Expert 
Event Finder:
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Added TACACS+ “groups” to Role Based Access Control (RBAC)
LiveWire RBAC groups now supports TACACS+ “groups”. “groups” is in quotes because the standard group blocks in 
a TACACS+ configuration file is inaccessible to LiveWire. So, in order to associate TACACS+ users with “groups” in 
LiveWire RBAC, the user will need to modify their TACACS+ group configuration as detailed in the next section. 
When the user does this, they will have RBAC group support for TACACS+.

TACACS+ Configuration
In order to support TACACS+ groups in LiveWire RBAC, the user must manually modify their TACACS+ group 
configuration. For each group block in the TACACS+ configuration file, the user must add a “livewire” service block 
with a “livewire-group” attribute containing the name of the group as its value.

The TACACS+ configuration file is typically at /etc/tacacs+/tac_plus.conf.

For example, let’s take the following snippet from a TACACS+ configuration file: Add TACACS+ groups to LiveWire 
RBAC.

This snippet has a user named “tadmin” and puts that user in the “admin” group.

In order to make the “admin” group work with LiveWire RBAC, the user will need to add the “livewire” service block 
with a “livewire-group” attribute containing the name of the group as its value. For example:

A “livewire” service block was added with a “livewire-group” attribute containing the value “admin”, which is the 
name of the group. Now in LiveWire RBAC, the “tadmin” user is associated with the TACACS+ group “admin”.

Note The TACACS+ service will need to be restarted after this change.
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Omnipeek Windows
RBAC can be configured through Omnipeek Windows by right clicking the desired capture engine in the engine list 
and clicking the “Configure Engine…” menu option.

Security Tab

From there, you can navigate to the “Security” tab and edit the third-party authentication:

For Active Directory authentication servers, the edit dialog should work the same as before, and the “Test 
Connection” button should work the same as before. The only change will be in the dialog that comes up when the 
user clicks the “Test User” button. The dialog will look a bit more spacious as we need to include a password field for 
TACACS+, but not for Active Directory so the user will just see some blank space. The user will not need a password 
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to test the user for Active Directory. Note: This “Test User” button will not be visible for TACACS+ for capture engines 
below v25.1.
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For TACACS+ authentication servers, the edit dialog will now include a “Test User” button. Upon clicking this button, 
a dialog will appear allowing the user to type in a username and password to test the user existence. No “Test 
Connection” button will be present as in Active Directory.
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The user will see either a success or failure message after clicking the “Test User” button.
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Access Control Tab

In the “Access Control” tab, the only changes are in the dialog that appears from clicking the “Edit Groups…” button.

The “Users” button has been removed from this dialog. The “Validate” button now will only be enabled if there is at 
least 1 Active Directory or TACACS+ authentication server in use.
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Upon clicking the “Validate” button when a single group is selected in the “Groups” table, a dialog will appear asking 
the user to type in a username and password, however the password is only necessary if the group in question is a 
TACACS+ group, as indicated by the dialog prompt.
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The user will see either a success or failure message after clicking the “Test User” button.
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If there is at least one group specified, the user will be unable to apply changes to the role-based ACL unless third-
party authentication is enabled and at least 1 Active Directory or TACACS+ authentication server is provided and in 
use.

LiveWire Omnipeek

RBAC can be configured through Omnipeek Web by clicking the “Configure Engine” button in the Home view.

Security Section

From there, you can navigate to the “Security” section and edit the third-party authentication:
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For Active Directory authentication servers, the edit dialog should work the same as before.

For TACACS+ authentication servers, the edit dialog will now include a “Test User” button. Upon clicking this button, 
a dialog will appear allowing the user to type in a username and password to test the user existence. No “Test 
Connection” button will be present as in Active Directory. Note: This “Test User” button will not be visible for capture 
engines below v25.1.
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The user will see either a success or failure message after clicking the “Test User” button.
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Access Control Section

In the “Access Control” section, the only changes are in the dialog that appears from clicking the gear icon in the 
“Groups” row.

The “Users” button has been removed from the group rows in the “Groups” table. The “Validate” button now will only 
be enabled if there is at least 1 Active Directory or TACACS+ authentication server in use.

Upon clicking the “Validate” button for a group in the “Groups” table, a dialog will appear asking the user to type in a 
username and password, however the password is only necessary if the group in question is a TACACS+ group, as 
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indicated by the dialog prompt. If the group is an Active Directory group, the user can ignore the password field as it 
is not mandatory.
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The user will see either a success or failure message after clicking the “Test User” button.
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If there is at least 1 group specified, the user will be unable to apply changes to the role-based ACL unless third-
party authentication is enabled and at least 1 Active Directory or TACACS+ authentication server is provided and in 
use.



LiveAction.com Page 24 of 39

Improved Hardware Deduplication
The Napatech hardware deduplication process has been improved and now defaults to using the beginning of the 
Inner Layer 3 Header to the end of the packet (minus the frame check sequence) to determine if packets are the 
same. The user may change the Napatech hardware deduplication mode by changing the “hwdeduplicationmode” 
property in omni.conf. The value must be one of the following:

0 = The entire packet contents (minus the frame check sequence) is used for deduplication - this is the old way

1 = The beginning of the Layer 3 Header to the end of the packet (minus the frame check sequence) is used for 
deduplication

2 = The beginning of the Inner Layer 3 Header to the end of the packet (minus the frame check sequence) is used for 
deduplication

Note If a packet has only a single layer 3 header, it will be considered the layer 3 header and the inner 
layer 3 header. So, in this case methods 1 & 2 will result in the same outcome. Methods 1 & 2 may 
differ if a packet has multiple Layer 3 headers. Method 0 & 1 will include the MPLS/VLAN/VXLAN 
tags in determining duplicate packets.



LiveAction.com Page 25 of 39

Added More Items to Engine Configuration Sync
The following items have been added to Engine Configuration Sync:

Item LiveWire Omnipeek Grid

Capture Templates Yes Yes

Decryption Keys Yes Yes

Expert Settings Yes Yes

Name Table Yes No

Notifications Yes Yes

Protocol Translations Yes Yes

SNMP Settings Yes Yes
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LiveWire Omnipeek UI
The LiveWire Omnipeek UI has not changed, but these new items are now available in the list of items to sync:
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Added Support NPKT Format Including Compression
The option to enable compression in capture options is now present and is the default when non-Napatech 
adapters are selected.

Enabling compression switches the file format to .npkt since it is the only format that supports it. It’s also possible to 
save in .npkt format without compression enabled by adding the .npkt extension to the packet file name. Changing 
to other formats that don’t support compression (.pkt, .pcap, or .pcapng) is disallowed when the check box is 
selected.

Compression is fully supported for LiveFlow captures which save to multiple files simultaneously.

Workflow
User interface changes are minimal, adding only a Compression check box when a non-Napatech adapter is 
selected.
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Added Support for the TCPDump Adapter to LiveWire Omnipeek
Support for the TCPDump Adapter has been added the LiveWire Omnipeek UI. The TCPDump Adapter is a plugin 
which allows the user to capture packets on a remote system, sending the packet data back to the LiveWire via an 
SSH connection. 

Note The target box must be running Linux.

Required SSH Configuration
Usage of this plugin will likely require changes to the LiveWire and the target box. Both endpoints must be able to 
agree on a ciphersuite which is also supported by Ubuntu’s libssh1.10.

LiveWire config:
◦ Add the following lines to /root/.ssh/config

Target config:
◦ Make the following changes to /etc/ssh/sshd_config

◦ Delete the following lines if they exist:

◦ Add the following line if it does not exist:

◦ Add ssh-rsa to the list of HostKeyAlgorithms.

Be sure to restart sshd on both endpoints and omnid on the LiveWire. Currently, only RSA and DSS keys are 
supported.

The user also needs to modify the /etc/sudoers file on the target host to allow tcpdump to run with elevated 
privilege.
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Workflow
Create a new adapter:

Enter address and credentials, then click Next:
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Create a capture with the new adapter:
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Added New TCP Handshake Expert and LiveFlow AVC field
A new Expert Event has been added to track the full length of a TCP Handshake from the first SYN sent from the 
client to the ACK that closes off the three-way handshake. This Expert Events provides a value that better represents 
the network latency from a user’s perspective.

LiveWire::

A new expert called TCP Slow Connection Setup has been added to LiveWire, as well as a new engine expert column 
called TCP Connection Setup (sec).

LiveFlow:

On the LiveFlow side: There is a new AVC field called artConnectionSetupTimeSum.

LiveFlow Configuration
LiveFlow has two flow timeout values set in liveflow.json that affect this field. By default, the 
tcp_handshake_timeout is 2 seconds, and the tcp_wait_timeout is 3 seconds - these values are set for 
optimization purposes. The customer may configure the values to a maximum of 30 seconds to suit their needs, 
otherwise the long tcp handshake will be split into multiple flows.

Expert Event Notes

1 TCP Slow 
Connection Setup

Description: The TCP handshake appears to be slow based on the configured threshold.
This expert measures from the first SYN packet that the client sends, rather
than the last SYN packet. This gives a more realistic value from the perspective of
the client attempting a connection.

Cause: There is network latency or the endpoints are slow to process the handshake.

Remedy: Check round-trip packet delay (latency). Check the CPU utilization of the
receiver. Check the responsiveness of the receiver by capturing at the receiving
end of the data.
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Added Support for UDP in Multi-Segment Analysis
Multi-segment analysis currently works with TCP flows only. Support for UDP has been added so customers can also 
view the inter-segment delays for UDP flows.

Workflow
UDP support in multi-segment analysis is enabled by default with no additional settings in both the LiveWire 
Omnipeek UI and Omnipeek Windows UI.
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MSA Flow Map with a DNS Flow
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Improved Network Utilization Calculations
A standard interpacket gap value has been added to better represent on-the-wire utilization.

Workflow
Version 25.1 now calculates network utilization using 20 bytes per packet of “overhead” that includes 8 bytes of 
preamble/SFD plus 12 bytes of interframe gap in both the LiveWire web UI (REST API) and Omnipeek Windows.

The per-packet overhead value can be configured with a .conf file setting (or Windows Registry for Omnipeek) if 
necessary.
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Auto-renew Added to Omnipeek Subscription Licenses
Automatic auto-renewal is now attempted at startup if the license is expired or will expire in the next 30 days. If 
auto-renew succeeds, the application continues without any disruption for the user. If auto-renew fails, the 
expiration notice is displayed with the option of performing the traditional renewal workflow.
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Added Additional VoIP Support
RTP identification has been modified to include RTP/RTCP over STUN/TURN (a type of NAT tunneling) and RTP 
Payload Types in the reserved range 35-63 frequently used by WebRTC. 

Identifying these packets as RTP allows VoIP analysis, filtering, etc., in LiveWire captures and forensic searches. 
LiveFlow already includes support.
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Removed Capture-To-Disk VoIP Statistics
The CTD VoIP statistics capture options have been removed along with the VoIP Call Quality and Call Utilization 
graphs in the Forensic view. We recommend now using LiveFlow VoIP analysis for more accurate results.



LiveAction.com Page 38 of 39

Include and Configure Prometheus Metrics
Previous releases included some support for Prometheus metric in LiveWire, but it was disabled by default, and was 
necessary to add the packages and configure them manually.

In this release, the packages have been added and configure and LiveWire metrics are now default enabled.

Metrics are collected automatically and retained for 15 days.

It is still necessary to open a port in the firewall to access metrics externally through the built-in Prometheus 
interface or with Grafana.
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Allow Users to Stop a Distributed Forensic Search
While running a distributed forensic search you may get more packets than you intended, or one search is returning 
far more packets than the others, or the search is simply taking too long. You might want to get results up to that 
point. Previously you’d have to wait for the search to complete. This release adds a “Stop” button to stop searching 
and receive results at that point.


	Added More DHCP/DNS LiveFlow Alerts to LiveFlow
	LiveFlow Capture Options

	Added More DHCP/DNS Expert Events to Omnipeek
	Capture Options

	Added TACACS+ “groups” to Role Based Access Control (RBAC)
	TACACS+ Configuration
	Omnipeek Windows
	Security Tab
	Access Control Tab
	LiveWire Omnipeek
	Security Section
	Access Control Section


	Improved Hardware Deduplication
	Added More Items to Engine Configuration Sync
	LiveWire Omnipeek UI

	Added Support NPKT Format Including Compression
	Workflow

	Added Support for the TCPDump Adapter to LiveWire Omnipeek
	Required SSH Configuration
	Workflow

	Added New TCP Handshake Expert and LiveFlow AVC field
	LiveFlow Configuration

	Added Support for UDP in Multi-Segment Analysis
	Workflow

	Improved Network Utilization Calculations
	Workflow

	Auto-renew Added to Omnipeek Subscription Licenses
	Added Additional VoIP Support
	Removed Capture-To-Disk VoIP Statistics
	Include and Configure Prometheus Metrics
	Allow Users to Stop a Distributed Forensic Search
	LiveWire 25.1.0 New Features

